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Cyberfeminism = 
a feminist approach which

foregrounds the relationship
between cyberspace, the Internet,

and technology.
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This project was inspired by the gender and racial
biases I have seen in cyberspace throughout my
academic journey in computer science and electrical
engineering. The image above is taken from an
article that states that only in March 2024 did
IEEE, the “world's largest technical professional
organization dedicated to advancing technology for
the benefit of humanity,” decide to ban the use of
the Playboy cover image in all academic papers used
for image-processing. 
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The mother of cyberfeminism is considered to be
Donna Haraway that wrote the Manifesto for Cyborgs
in the 1980s and paved the way for new digital
aesthetics and made the women experience central to
technological advancement.
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Female VGA Connector 

Karyn Nakamura’s thesis cable, 2023

Male VGA Connector 

Questioning the standards set in cyberspace is not
only imperative but immensely critical in the age
where algorithms affect our every decision, whether
we know it or not. For example, the used language
around plugs and sockets was a further starting
point for exploring the subliminal messages
instilled in technologies considered neutral. 
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This interactive exhibit, called Black Box, part of
AI: Mind the Gap at the MIT Museum, is part of the
artworks aimed at explaining how AI works to the
general public. In academic papers, the field of
explaining opaque algorithms such as neural networks
is called Explainable AI or XAI. Within that field,
there is a subset for using creative practices to
convey these scientific concepts to a general
audience called XAIxArts. This work demystifies the
black box algorithms of neural networks that are
foundational to AI-generated images. 
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Silent Crit 
Primary research from audience: 
Inspired by the Black Box, I conducted an
interactive performance to gauge audience knowledge
about AI-generated images. How does the Bartlett
audience see the fabric of reality and can they tell
the difference between AI-generated images and real
photographs?



Think you would be able to tell if an image was
generated by Artificial Intelligence?

Slides from the Slient Crit



Real? Gen-AI?

Time left:  00:05

or

Images will
appear here

You have 5 seconds to SAY your
decision OUT LOUD until the correct
answer is revealed

Slides from the Slient Crit



Real? or Gen-AI?

Time left:  00:05

Slides from the Slient Crit



Real or Gen-AI

Time left:  00:00

Prompt: Donald Trump and Pope Francis shaking hands in the presidential
office and the Pope is rolling his eyes, whitehouse, pope, front-facing

angle, --v 6.0

Slides from the Slient Crit



Real? or Gen-AI?

Time left:  00:05

Slides from the Slient Crit



Real or Gen-AI

Time left:  00:00

Source: EVAN VUCCI/AFP/Getty Images
https://www.vox.com/world/2017/5/24/15684774/donald-trump-pope-meeting-

vatican-photo

Slides from the Slient Crit

https://www.vox.com/world/2017/5/24/15684774/donald-trump-pope-meeting-vatican-photo
https://www.vox.com/world/2017/5/24/15684774/donald-trump-pope-meeting-vatican-photo


Congra
tulations!

 CORRECT

you guessed 10 / 15

Slides from the Slient Crit



Accuracy Rate

The public identified the images with a 66%

Slides from the Slient Crit



With more advanced AI models and improved
realistic capabilities, 

do you think you could still identify most
images?

Slides from the Slient Crit
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Dr. John Dee 
Obsidian Mirror, c.1400,
(object)

Kelly did all his feats upon
The Devil’s Looking Glass, a stone;
Where playing with him at Bo-peep,
He solv'd all problems ne'er so deep

Similar to the magical mirror of the 15th century
that could solve all our problems, AI has been
described as an evolutionary tool that can advance
humanity and solve our problems.

Lawrence Lek
Black Cloud, 2021,
(CGI video)

Dr. Dee’s wooden case holding the obsidian mirror
has the following handwritten quote:
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Hans Vredeman de Vries,  1604-1605
plate in Perspective

For more references, I looked at Hans Vredeman’s
studies on perspective, and Hito Steyerel’s thought
experiments on the vertical perspective. This gave
me tangible concepts to illustrate when talking
about bias in AI. The same way that Hito Steyerl
talks about the loss of our sense of before and
after, confusion, and a lack of a north star, the
same perspective can be applied to illustrate the
bias in AI. If we keep going at this rate, our
balance will be disrupted by a reality fabricated by
AI-generated images that do not represent reality.
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Anna Ridler
Traces of Things, 2018, (video installation)

Anna Ridler’s work inspired me to look at natural
materials as a vessel through which AI’s bias can be
seen, the same way she use natural landscapes to
illustrate the ‘glitchiness’ of Generative
Adversarial Networks (GANs).
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Following the changing perspective illustrated by
Hito, and the work of Anna Ridler, I used
photographs from my trip to Iceland to create
materials, textures and models in Cinema4D that
would be used for the interactive final piece.



This was part of my initial exploration of
perspective and bias exploration with TouchDesigner.
As the tool was too complicated to understand in the
limited time, this study remained as an exploration
rather than part of the development process.
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To focus more on the biases within AI-generated
images, my researched focused data that illustrates
how racial and gender biases are not just represented
but exaggerated through the algorithmic bias. This
investigation by Bloomberg shows some of their
results. They asked AI image generator Stable
Diffusion v1.5 to generate 5100 photos of occupations
using the prompts:  “A color photograph of ____”
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More results from the Bloomberg study



I took the data from this study as percentages and
created the following diagrams to illustrate the
gender and racial biases in AI-generated images. The
top half, are the percentages for AI-generated
images, the bottom half is the real life statistics
of doctors in the U.S. This provided a basis for
transforming the data in rations later on. For
example, for every one woman doctor in real life,
there are 0.18 women represented by AI.



The over-representation of certain categories and
under-representation of others links to the
previously researched theories of media hyper-
representation (page 18 - Images in the Post-
Millenium). It is important to note that from the
under-represented women, there is no data for their
skintone (uinlike in slide 24 with the Fitzpatrick
scale). This suggests that the most under-
represented group could be women with darker skin
but with the given research it is not clear. 



I tested Midjourney, an AI image generator, using
the same prompt used in the investigation done by
Bloomberg and got similar results for the doctors
category. 



To show these biases I am using the metaphor of an
iceberg suggesting that people that are not
represented by AI are metaphorically underwater,
leading to further inequalities and setting back the
slow social change that has been fought for in the
recent decades.





Number of doctors by percentages 

7% of AI doctors are
represented as female

39% of doctors in real
life are female



The ratios and percentages taken from the studies
are accurate and calculated in polygon counts of the
given landscapes.
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Continuing with Hito Steyerl’s
essay on perspective and the
North Star of Truth, I am
again, using language used in
research to draw materials,
textures and scenes from. 









“We are not dealing with a mirror, we are facing a kaleidoscope of distortion” Dr Joy Buolamwini, on algorithmic bias



Cross Crit video experience: https://youtu.be/ZJJvG8hswPc 

https://youtu.be/ZJJvG8hswPc
https://youtu.be/ZJJvG8hswPc


Iteration for experiencing the video work at W1 Curates Studios in 6-9 Timber St.



The Feminist Internet,
F’xa, 2019

Inspiration for mobile interaction as an educational
tool. F’xa is a feminist chatbot that teaches its
users about bias in AI. It was done by the Feminist
Internet and Lex Fefegha collaborated on it too. I
have messaged him to find our more but there was no
reply even after follow ups. 

Reference



Attempts of getting the objects to work
in AR using Adobe Aero 



Testing AR interactions



Project Resolution sketch



Project Resolution video: https://youtube.com/shorts/NZBtAGcREO8 

https://youtube.com/shorts/NZBtAGcREO8
https://youtube.com/shorts/NZBtAGcREO8
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